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Uncertainty Analysis for Particle Image Velocimetry Using a System-Level Ap-
proach 

 
1. PURPOSE OF GUIDELINE 

The primary purpose of the current guideline 
is to outline a method of analysis of the meas-
urement uncertainty for particle image veloci-
metry (PIV) and stereo PIV (SPIV).  Specifi-
cally, this guideline will address error sources 
due to practical issues related to the applications 
of PIV in hydrodynamic testing facilities, in ad-
dition to error sources inherent to the PIV tech-
nique itself. 

2. SCOPE 

Uncertainty in the measurement of a physi-
cal quantity can be considered on different lev-
els.  The measurement device itself will exhibit 
an inherent level of measurement error, even in 
the most ideal condition.  In addition, once the 
measurement device is utilized as part of an ex-
periment, other sources of errors specific to the 
experimental setup will contribute further to the 
overall measurement uncertainty.  There is a 
large body of literature dealing with the primary 
error sources inherent to the PIV technique itself, 
including calibration error, perspective error, 
and error due to the determination of correlation 
peaks between the image pairs.  However, errors 
due to issues associated with the applications of 
PIV/SPIV in large-scale industrial facilities can 
contribute significantly to the overall measure-
ment uncertainty.  These errors include subopti-
mal seeding, improper light sheet overlap, large 
velocity gradients in the interrogation regions 
and in-plane and out-of-plane loss of particles 
between the image pairs.  In practice, these er-
rors are difficult to estimate due to the fact that 

they vary widely with each specific application.  
A rigorous approach is needed in order to 
achieve estimates of these errors in a realistic 
test environment.  This guideline proposes an 
approach utilizing a combination of the classical 
component error estimation and error estimates 
at the system level, in order to deal comprehen-
sively with the measurement uncertainty of the 
entire system.  The proposed approach is general 
and applies to two-dimensional two-component 
PIV (2D2C PIV) as well as stereo-PIV (SPIV). 

3. BACKGROUND 

Particle image velocimetry is a minimally-
invasive quantitative measurement technique 
suitable for the instantaneous whole-field meas-
urement of spatio-temporal flows.  PIV and its 
variants (stereo-PIV, PTV, etc) have matured 
considerably over the last decade with many ad-
vancements both in the hardware components 
and in the image-evaluation algorithms.  Within 
the ITTC community, these advancements have 
led to a broader usage of the technique in a wide 
range of critical applications. 

Uncertainty analysis is an important aspect 
of any experimental campaign, and this is espe-
cially true for PIV measurements.  PIV is being 
increasingly utilized to validate the application 
of CFD in the design and evaluation of marine 
vessels and offshore structures; and for such a 
purpose, it is important to determine the degree 
of “goodness” of these measurements.  Uncer-
tainty analysis for the PIV technique has been a 
significant focus of the PIV community over the 
years, but similar to the PIV technique itself, this 
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area remains an evolving field with rapid devel-
opment still being made. 

Over the years, rapid advancements of the 
PIV technique have been made with the careful 
consideration of the measurement uncertainty 
along the way.  For example, Westerweel et al. 
(1997) utilized both synthetic images of iso-
tropic turbulence and actual measurements of 
grid-generated turbulence to assess the effect of 
the window offset technique on the uncertainty 
of the flow velocity computation.  This tech-
nique results in a significant increase in the data 
yield while at the same time optimizing the error 
in the measurement.  By offsetting the interro-
gation windows according to the mean displace-
ment, the fraction of matched particle images to 
unmatched particle images is increased, effec-
tively enhancing the signal-to-noise ratio and re-
ducing the uncertainty in the measured particle 
displacement.  Today, most commercial PIV 
software packages have adopted the multi-pass 
interrogation schemes with window offset as a 
standard practice for vector field computation.  
Prasad et al. (1992) studied the effect of particle 
image size and concluded that particle image 
size on the order of one pixel leads to an unde-
sirable effect called pixel locking, but large par-
ticle image size (>4 pixels) leads to broadening 
of the correlation peaks and thus a lower signal-
to-noise ratio.  Today, it is a commonly accepted 
practice to tailor the particle size or the pixel res-
olution so the particle image size is on the order 
of 2-4 pixels in diameter. 

Due to the hard work of these and other in-
vestigators, the PIV community today has a 
good understanding of how to optimize the ac-
curacy of the measurement.  We know, for ex-
ample, that the average particle displacement 
should be on the order of ¼ of the window size 
(Keane & Adrian, 1990) and that it is desirable 
to have around 10 particles within an interroga-
tion window (Keane & Adrian, 1991).  We also 
know that the uncertainty in the measurement 

can drastically increase with velocity gradient 
within the interrogation window (Keane & 
Adrian, 1992).  The Detailed Flow Measure-
ment Techniques Committee has compiled these 
knowledge and “best practices” into a guideline 
on PIV application in tow tanks and cavitation 
tunnels (ITTC 7.5-02-01-04) with the primary 
goal of assisting the adoption of this measure-
ment technique within the ITTC community. 

Even though the consideration of measure-
ment accuracy has been an integral part of ad-
vanced PIV developments over the years, anal-
ysis of the measurement uncertainty has for the 
most part been isolated to the specific aspect be-
ing investigated and primarily to establish any 
improvement of a more advanced algorithm 
over a less advanced one.  The assessment of the 
overall uncertainty of an actual PIV setup in a 
demanding environment such as tow tanks and 
cavitation tunnels remain a particular challenge 
due to the complexity of the system and the 
many sources of errors that need to be consid-
ered for each application.  Attempts at estimat-
ing component error sources based on the results 
from the literature usually involve making a fair 
number of assumptions in order to be relevant to 
the actual situation.  These component errors are 
then propagated in order to estimate the overall 
uncertainty.  Often time, error sources that are 
difficult to ascertain are simply ignored alto-
gether. 

At first glance, the task of evaluating the 
overall system performance and uncertainty 
level of an entire PIV system may indeed appear 
daunting.  It is obvious from the literature that 
rigorous analyses of even a few error sources 
can represent a fair level of effort, and many im-
portant practical sources of errors have yet to be 
dealt with in a satisfactory manner.  How does 
one then analyse all or at least most of the im-
portant error sources to capture the overall per-
formance and uncertainty of the system in a re-
alistic fashion?  A good approach must strike the 
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right balance between scientific rigor and prac-
ticality to yield an acceptable estimate of the 
overall uncertainty without requiring an unreal-
istic level of effort. 

4. A RANGE OF APPROACH FOR PIV 
UNCERTAINTY ANALYSIS 

As previously observed, one of the most dif-
ficult aspects of PIV uncertainty analysis is the 
fact that each application of PIV is made unique 
by the particular setup, the flow of interest, and 
the intended use of the data.  As such, the goal 
of achieving a step-by-step procedure that can 
be applied to the uncertainty analysis for all ap-
plications of PIV appears to be unrealistic.  A 
more pragmatic approach is to recognize that a 
range of sound and rigorous methodologies can 
be applied to address various error sources in 
PIV, with a specific procedure for each applica-
tion being determined on a case-by-case basis. 

The primary goals of the experiment and the 
intended use of the data play a large part in dic-
tating the appropriate level of detail for the un-
certainty analysis.  Is the experiment being per-
formed as part of a phenomenology study to ob-
tain a qualitative understanding of the flow?  Or 
is the absolute quantification of the measured 
data necessary to determine if a set of engineer-
ing criteria is met?  Is the measurement being 
used to validate and certify the use of simulation 
codes for design and evaluation purposes?  
While it may be adequate to have only a general 
estimate of the measurement uncertainty for 
some of these questions, others may demand a 
more rigorous approach to quantify the error 
bounds to a higher degree of fidelity. 

There are multiple levels of error sources in 
PIV that need to be considered: 

Level 0, error sources inherent to the PIV 
technique:  These errors include calibration er-

ror, perspective error, and error due to the deter-
mination of correlation peak between the image 
pairs.  These errors exist even in the most ideal 
conditions but may vary according to specific 
optical configurations. 

Level 1, error sources inherent to the partic-
ular setup:  These errors include suboptimal 
seeding, improper light sheet overlap, bending 
of support struts while underway, etc.  These er-
rors arise due to practical issues associated with 
a complex experimental setup in tow tanks and 
cavitation tunnels.  In practice, the quality of the 
measurement is largely determined by how well 
these error sources are managed. 

Level 2, error sources inherent to the flow of 
interest:  These errors include large velocity gra-
dients in the interrogation regions and in-plane 
and out-of-plane loss of particles between the 
image pairs.  These errors arise due to the par-
ticular nature of the flow being measured.  For 
example, a complex vortical flow with large out-
of-plane motion would exhibit much larger level 
2 errors than a low-gradient two-dimensional 
flow.  

There are three broad categories of method-
ologies that have been used to consider the un-
certainty in the measurement for PIV.  In addi-
tion, some key characteristics of each methodol-
ogy are noted: 

1. Component error estimation approach 

a) Individual error sources are estimated and 
propagated into an overall uncertainty in the 
measurement. 

b) The typical method is to estimate the uncer-
tainty level analytically; however, a number 
of error sources are not easily estimated, pre-
venting the determination of the overall un-
certainty level of the entire system. 
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2. System-level approach using a simulated PIV 
setup and synthetic images 

a) Individual error sources are not sepa-
rately determined.  Rather a system-level 
or a sub-system-level determination of 
the uncertainty level is made using a 
computer model of the setup and syn-
thetic images of the particle field. 

b) Since the setup is simulated, the fidelity 
of the computer model needs to be vali-
dated.  The validation can be performed 
by comparing the images from the simu-
lation outputs to those from the physical 
setup. 

c) It is possible to analyse flow-based er-
rors due to large velocity magnitude and 
gradients, including the effects of in-
plane and out-of-plane particle loss. 

d) It is possible to analyse image-based er-
rors due to sub-optimal seeding density, 
particle image size, and image pixeliza-
tion.  Attempts can be made to estimate 
these variables in the actual PIV images 
and quantify uncertainty level on a vec-
tor-by-vector basis. 

e) It is possible to utilize this approach in 
the optimization of the PIV optical setup. 

3. System-level approach using the actual phys-
ical PIV setup 

a) Individual error sources are not sepa-
rately determined.  Rather a system-level 
or a sub-system-level determination of 
the uncertainty level is made with the ac-
tual PIV setup. 

b) Analysis is limited to simple flows, such 
as uniform flow, as a complex flow in 
the physical world is not known a priori.  
For example, the PIV system can be 
towed through quiescent fluid (with no 
test model present) and results compared 
with an assumed uniform flow. 

c) This approach can be used with comple-
mentary measurements (e.g. LDV, hot-
wire, etc) in order to increase the level of 
confidence of the analysis. 

d) Analysis relies on the use of the actual 
setup, making it impractical in the exper-
imental design stage. 

4.1 Component Error Estimation Ap-
proach 

The traditional manner in which one consid-
ers the uncertainty in an experimental measure-
ment is to assume that the desired result is de-
scribed by a data-reduction equation with a 
number of dependent variables of the form: 

𝑟𝑟 = 𝑟𝑟(𝑋𝑋1, 𝑋𝑋2, … , 𝑋𝑋𝑗𝑗), (1) 

and the uncertainty in the result is given by 

𝑈𝑈𝑟𝑟2 = � 𝜕𝜕𝜕𝜕
𝜕𝜕𝑋𝑋1

�
2
𝑈𝑈𝑋𝑋1
2 + � 𝜕𝜕𝜕𝜕

𝜕𝜕𝑋𝑋2
�
2
𝑈𝑈𝑋𝑋2
2 + ⋯+

� 𝜕𝜕𝜕𝜕
𝜕𝜕𝑋𝑋𝑗𝑗

�
2
𝑈𝑈𝑋𝑋𝑗𝑗
2  .  (2) 

A typical form of the data reduction equation 
for a PIV measurement of the flow speed u is 
given by: 

𝑢𝑢 = 𝑀𝑀(∆𝑋𝑋/∆𝑡𝑡) + 𝛿𝛿𝛿𝛿, (3) 

where ∆𝑋𝑋  represents the displacement of the 
particle images typically based upon the cross-
correlation technique, ∆𝑡𝑡 is the time interval be-
tween successive images, 𝑀𝑀  is the magnifica-
tion factor, and 𝛿𝛿𝛿𝛿  is additional errors due to 
particle lag and the projection procedure from 
the 3-D physical space to the 2-D image plane.  
Major error sources are identified and estimated 
that would contribute to the uncertainty in the 
determination of each dependent variable.  
These error sources are then combined into the 
overall uncertainty level of the system using 
Equation (2). 
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Even though it is helpful to think of PIV 
measurements from this conceptual viewpoint, 
in actual applications, there are many interde-
pendent error sources that are not amenable to 
be described in such a manner.  When one con-
siders the process of implementing a PIV meas-
urement from end to end, as graphically repre-
sented in Figure 1, it is clear that the contribu-
tion to one error component can come from a 
number of steps in the process.  For example, the 
error in the determination of ∆𝑋𝑋 depends on a 
large number of factors.  The experimental setup 
plays a large role, with the quality of the meas-
urement being dependent on how well the 3-D 
physical space is imaged onto the 2-D image 
space, how much of the in-plane velocity is bi-
ased by the out-of-plane component, and how 
well the laser sheet is aligned with the tow di-
rection and the calibration target, etc.  The con-
duct of the experiment also plays a critical part, 
with the quality of the measurement being de-
pendent on how well the flow is seeded, how 
long one waits between carriage passes for the 
turbulence level to subside, and how stiff the 
support struts are and whether the system bends 
or vibrates while being towed, etc.  Then once 
the raw images are collected, the process of cal-
culating ∆𝑋𝑋 itself involves the selection from a 
range of different correlation schemes and win-
dowing techniques, which could significantly 
affect the calculated results.  Outside of the core 
PIV vector computation, the manner in which 
the post-processing schemes are applied to re-
move outliers and replace them with secondary 
vectors could affect the results and introduce its 
own errors. 

However, there are a number of error sources 
which could be effectively analysed by the com-
ponent estimation approach: 

Particle lag 

PIV is a flow-field measurement system, 
based upon the determination of the displace-
ment of tracer particles within the flow, with the 
fundamental assumption that the particles faith-
fully follow the flow.  In reality, the particles 
will experience some velocity lag in the pres-
ence of flow acceleration when the particle den-
sity is different from that of the surrounding 
fluid.  The velocity lag can be estimated from 
the following equation (Raffel et al., 1998): 

∆𝑢𝑢 = 𝑑𝑑𝑝𝑝2
�𝜌𝜌𝑝𝑝−𝜌𝜌�
18𝜇𝜇

𝑎𝑎 , (4) 

where 𝑑𝑑𝑝𝑝 is the particle diameter, and 𝜌𝜌𝑝𝑝 is the 
particle density, and a is the local fluid acceler-
ation.  For most water-borne applications, the 
velocity lag is a small error source. 

Timing error 

Considering the data reduction equation pre-
sented in Equation (3), two sources contribute to 
the error in ∆𝑡𝑡: the timing fluctuation from the 
delay generator and the uncertainty in the pulse 
timing associated with the laser itself.  The total 
uncertainty in timing can be estimated with us-
ing the root sum square of the two sources, and 
the absolute sensitivity coefficient due to the 
timing error is given by Equation (5). 

 

𝜕𝜕𝜕𝜕
𝜕𝜕(∆𝑡𝑡) = −� 1

∆𝑡𝑡
� 𝑢𝑢  (5) 

Typically, contribution to the uncertainty in 
flow velocity from timing is negligible for mod-
ern delay generators and pulse lasers.
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Fig. 1 Flow chart of PIV from the uncertainty analysis viewpoint 

 
 

Experimental installation and other facility-
related Issues 

Apart from the errors due to the PIV meas-
urement system, the installation of the experi-
ment and other facility-related issues can ulti-
mately cause the error in the velocity measure-
ment itself.  These errors include the misalign-
ment of the model (causing a different flow than 
the desired one), precision of speed control 
(leading to error in the reference velocity), and 
blockage effect or other facility bias (affecting 
the flow of interest).  It is important to estimate 
the magnitude of these errors and propagate 
them into the overall uncertainty of the experi-
mental campaign. 

4.2 System-Level Approach Using a Simu-
lated PIV Setup and Synthetic Images 

An alternative approach that has been used 
widely to study elemental error sources in PIV 
involves the use of a simulated PIV system and 
synthetic images (Westerweel, 1993; Keane & 
Adrian, 1990, 1991, 1992; Willert, 1996; Stalis-
nas et al., 2003, 2005, 2008).  The first image of 
the PIV pair is generated by modelling a random 
distribution of particles within a fluid volume.  
The flow is assumed to be known, and the sec-
ond image is generated by advecting the parti-
cles from the first image by a displacement 
equal to the product of the local flow velocity 
and ∆𝑡𝑡.  The synthetic image pair is used as an 
input to the PIV algorithm, and the vector field 
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is calculated and compared to the known solu-
tion.  In general, the simulations are performed 
using a simplified simulated PIV setup (simple 
imaging of a two-dimensional flow with con-
stant magnification and no lens distortion), and 
simple canonical flows (uniform flow, shear 
flow, rotational flow, isotropic turbulent flow, 
etc).  Typically, the primary goal is to reach gen-
eral conclusions on the effects of the parameters 
of interest and not to evaluate the uncertainty 
level of a realistic setup.  A single parameter is 
varied at a time, and a large number of simula-
tions are performed to assess the mean and dis-
tribution of the results, and the simulations are 
compared to the known solution for the evalua-
tion of the systematic and random uncertainties.  
These types of Monte Carlo simulations have 
been successfully used to study the effects of 
particle size and density, magnitude of velocity 
and shear, and the efficacy of various image-
evaluation algorithms. 

This approach can be extended to assess the 
overall uncertainty level of a realistic PIV setup.  
Rather than modelling the system as a simple 
system to isolate the effect of varying a parame-
ter, the current purpose is to simulate the system 
as realistically as practical and evaluate the un-
certainty level of the system as a whole.  The 
steps that are required are the following: 

Selection of a known flow: A range of op-
tions is possible, from canonical flows (to deter-
mine Level 1 errors) to the flow of interest itself 
(to determine Level 2 errors).  A reasonable way 
to generate the flow of interest may be to use the 
solution from a CFD computation on the current 
problem (if the level of fidelity is adequate).  For 
the purpose of performing the uncertainty anal-
ysis, the simulated flow of interest needs only to 
be representative of the actual physical flow. 

Modelling of the particle field: The location 
in physical space (𝑋𝑋, 𝑌𝑌, 𝑍𝑍), size �𝑑𝑑𝑝𝑝�, and den-
sity of particles within the volume of fluid can 

be modelled as a uniformly distributed field of 
particles of a certain size range.  The location of 
each particle is random, and the size may in-
clude polydispersity as appropriate. 

Modelling of the illumination field: The in-
tensity of the laser illumination can be modelled 
using varying degrees of realism.  The simplest 
case is uniform intensity.  A more realistic 
model of the laser sheet may have a Gaussian 
intensity profile in the lateral direction, with ex-
ponential decay along beam to simulate attenu-
ation in water.  Across sheet, the laser power dis-
tribution would be the laser beam profile.  In 
general, the model of the illumination field 
would return a local illumination intensity as a 
function of location in three dimensional space: 
𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖(𝑋𝑋, 𝑌𝑌, 𝑍𝑍).  Modelling the illumination field 
in three-dimensional space is crucial to capture 
the effect of out-of-plane particle loss. 

Modelling of the particle image intensity dis-
tribution: A well-established approach is to 
model the intensity distribution of a particle im-
age using a Gaussian intensity profile (Raffel et 
al., 1998): 

𝐼𝐼(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) = 𝐼𝐼𝑜𝑜𝑒𝑒𝑒𝑒𝑒𝑒 �
−(𝑥𝑥−𝑥𝑥𝑜𝑜)2−(𝑦𝑦−𝑦𝑦𝑜𝑜)2

(1/8)𝑑𝑑𝜏𝜏2
� (6) 

where (𝑥𝑥, 𝑦𝑦, 𝑧𝑧) denotes the position in the image 
plane.  The peak intensity, 𝐼𝐼(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) , can be 
modelled as a product of the local illumination 
intensity and the efficiency factor q, which is a 
measure of how efficient the incident light is 
scattered by the particles and imaged onto the 
sensor: 

𝐼𝐼𝑜𝑜(𝑥𝑥, 𝑦𝑦, 𝑧𝑧) = 𝑞𝑞 ∗ 𝐼𝐼𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑚𝑚(𝑋𝑋, 𝑌𝑌, 𝑍𝑍) . (7) 

The efficiency q is a function of a number of 
parameters, including particle size, lens aperture, 
sensitive of the imager, etc.  The most practical 
way to determine q is through a calibration pro-
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cess using actual images.  The particle image di-
ameter 𝑑𝑑𝜏𝜏 can be estimated using the following 
formula (Adrian & Yao, 1985): 

𝑑𝑑𝜏𝜏 = ��𝑀𝑀𝑑𝑑𝑝𝑝�
2

+ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑2  ,        (8) 

where M is the local magnification factor.  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 
is the diffraction-limited minimum image diam-
eter, approximated by the following formula: 

 

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 2.44𝑓𝑓#(𝑀𝑀 + 1)𝜆𝜆 , (9) 

where 𝑓𝑓#  is the lens f-number, and 𝜆𝜆  is the 
wavelength of the incident light. 

Modelling of the imaging system: The model 
of the imaging system should realistically repre-
sent the manner in which the light distribution in 
the physical space gets imaged onto the image 
space.  For a simple 2D2C system in which the 
lens axis is perpendicular to the light sheet, it is 
reasonable to simply use a uniform magnifica-
tion ratio throughout the entire image: (𝑥𝑥, 𝑦𝑦) =
𝑀𝑀 ∗ (𝑋𝑋, 𝑌𝑌).  The out-of-plane axis is simply ig-
nored. 

In the case where the lens axis is not perpen-
dicular to the light sheet or in SPIV applications 
where the plane of measurement is viewed from 
a large oblique angle, the situation is more com-
plex.  In addition, for underwater applications, 
another factor which complicates the modelling 
is the step changes in the indices of refraction as 
light travels through water and the optical win-
dow before it gets imaged by the lens and rec-
orded on the CCD.  A simple approach to model 
a complex imaging system typical in an under-
water SPIV setup is presented in Appendix A. 

Modelling of the image recording: The 
model of the image recording primarily in-
volved the pixelization of a continuous distribu-

tion of imaged light onto a discrete light-sensi-
tive sensor array.  The continuous light distribu-
tion can be piecewise integrated onto the light 
sensitive portion of each pixel and registered as 
an integer value in the range of 0 to 2𝑁𝑁 − 1, 
where N is the number of bits of the camera A/D 
converter.  A more sophisticated image record-
ing model may take into account the fact that for 
a complex imaging system, a physical plane 
may get imaged onto a curve, and therefore a 
portion of the image may be slightly out of focus. 

Once the PIV setup has been successfully 
modelled, it is important to evaluate the quality 
of the model by comparing the synthetic images 
with the actual images obtained by the physical 
setup.  Two types of images can be compared: 
image of a particle field and image of a calibra-
tion target.  Comparison of the simulated image 
to the actual image of the calibration target pro-
vides the ability to assess the imaging model, 
and comparison of the particle field images pro-
vides additional information on how well the 
particle size and density are modelled.  And by 
comparing the relative intensity of the particles 
between the simulated and the actual images, 
one can accurately quantify the efficiency factor 
q. 

Once the model of the PIV setup is verified 
to be a good representation of the actual physical 
setup, the system-level uncertainty analysis of 
the PIV system can be performed.  If one makes 
the assumptions that the particles faithfully fol-
low the flow or the error due to velocity lag can 
be quantified and that the errors due to experi-
mental installation or facility issues are small or 
can be quantified (and propagated later), then a 
reasonable boundary of the modelled system 
may be the combination of the “PIV measure-
ment” step (green box as represented in Figure 
1) and the “validation” step. 

At this point, “setup” in Figure 1 is simulated 
by steps 3-6; “raw particle images” are modelled 
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by the synthetic images of the particle field; 
“calibration” involves the generation of syn-
thetic images of the calibration target and 
providing these as inputs into calibration mod-
ule within the actual PIV software package; 
“PIV vector computation” means exercising the 
vector computation module within PIV software 
package to compute the velocity field from the 
synthetic images; and “validation” means exer-
cising the vector validation module that per-
forms outlier removal and secondary vector re-
placement within the PIV software package.  
The flow chart presented in Figure 2 illustrates 
the system-level approach using a simulated 
PIV setup from a modelling and software imple-
mentation standpoint. 

It is possible, using the model of the PIV 
setup and the actual PIV software package to ex-
plore most of the items listed in red in Figure 1.  
Again, it is important to note that a critical eval-
uation needs to be performed on a case-by-case 
basis to determine the appropriate scope of the 
simulation.  For example, if the measurement is 
performed in a small cavitation tunnel where 
uniform seeding is readily achieved, one may 
assume optimal seeding and focus instead on 
other error sources that may be dominant in the 
experiment.  For tow tank applications, seeding 

is more difficult and image-based errors due to 
non-optimal seeding may need to be explored. 

4.3 System-Level Approach Using the Ac-
tual Physical PIV Setup 

Another approach which can be taken to 
evaluate the uncertainty of the system involves 
the use of the physical PIV system itself (Willert, 
1996).  Assuming that a known physical flow 
can be generated in a reliable fashion, one can 
perform an actual PIV measurement and com-
pare the results with the assumed-known flow.  
Typically, in a tow tank, a quiescent flow can be 
set up by seeding the fluid volume and allowing 
the turbulence to subside to an acceptable level.  
The PIV system can then be towed at a known 
velocity to generate a uniform flow.  In a cavita-
tion tunnel, the tunnel can be operated at a 
steady speed with no model present.  This tech-
nique represents a good way to baseline the per-
formance of the system in an idealized situation 
but cannot capture error sources such as those 
arising from a complex flows and practical is-
sues such as non-optimal seeding.  And since the 
technique relies on the use of the actual physical 
setup, the approach cannot be used to evaluate 
the uncertainty level of a conceptual system dur-
ing the experimental design stage. 
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Figure 2: Flow chart illustrating the system-level approach using a simulated PIV setup 

 
 

5. ASSESSMENT OF THE OVERALL 
UNCERTAINTY FOR PIV MEASURE-
MENT 

In Section 4, the benefits and drawbacks for 
the component error estimation approach, the 
system-level approach using a simulated PIV 
setup, and the system-level approach using an 
actual PIV setup are discussed.  For each spe-
cific application, it is important to determine 
how these approaches can be effectively used to 
determine the overall uncertainty of the PIV 
measurement.   

A reasonable approach is the following: 

1. Utilize the component error estimation 
approach as much as possible.  In partic-
ular, this approach is appropriate for er-
ror sources that are distinct from the rest 
of the system and can be readily esti-
mated analytically.  The magnitude of 
each of the error sources is denoted as 
𝑈𝑈𝑋𝑋1, 𝑈𝑈𝑋𝑋2, 𝑈𝑈𝑋𝑋3, … 

2. Perform Monte Carlo simulations to 
evaluate the systematic and random un-
certainty of the system using the simu-
lated PIV setup with canonical flows or 
the flow of interest.  The overall uncer-
tainty from this step is denoted as 𝑈𝑈𝑠𝑠𝑠𝑠𝑠𝑠. 

3. Repeat step (2) with a simplified flow 
that can be reliably duplicated with the 
physical PIV setup.  The overall uncer-
tainty from this step is denoted as 𝑈𝑈𝑠𝑠𝑠𝑠𝑠𝑠. 
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4. Perform a physical measurement of the 
simplified flow to determine the baseline 
uncertainty level of the physical system.  
The overall uncertainty from this step is 
denoted as 𝑈𝑈𝑝𝑝ℎ𝑦𝑦. 

5. The difference between 𝑈𝑈𝑠𝑠𝑠𝑠𝑠𝑠  and 𝑈𝑈𝑝𝑝ℎ𝑦𝑦 
provides a good estimate for the model-
ling error of the simulated setup, denoted 
as 𝑈𝑈𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚. 

6. Propagate the uncertainties estimated 
with the component error estimation ap-
proach with the simulated system-level 
error and the error due to modelling of 
the simulated system: 

 

𝑈𝑈2 = 𝑈𝑈𝑋𝑋12 + 𝑈𝑈𝑋𝑋22 + 𝑈𝑈𝑋𝑋32 + ⋯+ 𝑈𝑈𝑠𝑠𝑠𝑠𝑠𝑠2 +
𝑈𝑈𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚2  .   (10) 

6. IMPLEMENTING AND VALIDAT-
ING THE SYSTEM-LEVEL APPROACH 
FOR PIV UNCERTAINTY ANALYSIS 

In this guideline, the Detailed Flow Meas-
urement Techniques Committee has outlined a 
pragmatic approach that considers the overall 
uncertainty level of a PIV measurement in a re-
alistic test environment.  The proposed approach 
needs to be fully implemented and evaluated in 
a rigorous fashion. 
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 : A SIMPLE MODEL FOR AN 
SPIV IMAGING SYS-
TEM 

Geometrical description of an SPIV camera with a Schei-
mpflug mechanism  

Consider the optical configuration presented 
in Figure 3, which is a representation of the im-
aging system of one camera in an SPIV setup.  
A lens images an object plane (light sheet) at an 
oblique angle, with the lens axis intersecting the 
origin of the field of view (FOV) at an angle 𝜃𝜃.  
The distance along the lens axis to the origin of 
the FOV, or the nominal object distance, is 𝑑𝑑𝑜𝑜.  
The imaging system utilizes a Scheimpflug 
mechanism that allows the lens to be shifted and 
tilted relative to the image plane.  Since the ob-
ject plane is at an oblique angle to the lens, the 
ability to shift and tilt the lens allows the object 

plane to be optimally focused onto the sensor ar-
ray.  This optical arrangement is called the 
Scheimpflug condition, whereby the object 
plane, the lens plane, and the image plane are 
collinear as illustrated in Figure 3. 

In order to describe the projection of a point 
on the object plane onto a point on the CCD, we 
define three coordinate systems: the object plane 
coordinate system (𝑋𝑋, 𝑌𝑌, 𝑍𝑍) , the CCD coordi-
nate system (𝑥𝑥, 𝑦𝑦, 𝑧𝑧), and a coordinate system 
native to the imaging lens (𝜒𝜒, 𝜐𝜐, 𝜁𝜁).  For simplic-
ity, we pick point A in the object plane with the 
coordinate (0, 𝑌𝑌𝐴𝐴, 0) and will now describe how 
to project this point onto the CCD. 
 
 
 

 

Figure 3: Schematic of an SPIV imaging configuration satisfying the Scheimpflug condition 
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In the lens coordinate system, we can apply 
the thin lens equation: 

1
𝑑𝑑𝑜𝑜

+ 1
𝑑𝑑𝑖𝑖

= 1
𝑓𝑓
 .  (11) 

Therefore, the distance from the lens center 
to the origin of the CCD, or the nominal image 
distance, is simply: 

 𝑑𝑑𝑖𝑖 = 1

�1𝑓𝑓−
1
𝑑𝑑𝑜𝑜
�
 .  (12) 

Upon inspection of the diagram in Figure 3, 
point A is at an object distance,  

𝑑𝑑𝑜𝑜,𝐸𝐸𝐸𝐸𝐸𝐸 = 𝑑𝑑𝑜𝑜 − 𝑌𝑌𝐴𝐴𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 ,  (13) 

in the lens coordinate system, with an object 
height,  
 

𝐼𝐼𝑜𝑜 = 𝑌𝑌𝐴𝐴𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐.  (14) 

Using the thin lens equation, we can write 
the image distance and image height in the lens 
coordinate system as Equations (15) and (16), 

𝑑𝑑𝑖𝑖,𝐸𝐸𝐸𝐸𝐸𝐸 = 1
1
𝑓𝑓−

1
𝑑𝑑𝑜𝑜,𝐸𝐸𝐸𝐸𝐸𝐸

  (15) 

𝐼𝐼𝑖𝑖 = 𝑑𝑑𝑖𝑖,𝐸𝐸𝐸𝐸𝐸𝐸
𝑑𝑑𝑜𝑜,𝐸𝐸𝐸𝐸𝐸𝐸

𝐼𝐼𝑜𝑜  (16) 

In the CCD coordinate system, point A is 
projected onto the CCD at (0, 𝑦𝑦𝐴𝐴, 0), where the 
distance 𝑦𝑦𝐴𝐴 is given by Equation (17). 

𝑦𝑦𝐴𝐴 = −𝑠𝑠𝑠𝑠𝑠𝑠(𝑌𝑌𝐴𝐴)��𝑑𝑑𝑖𝑖,𝐸𝐸𝐸𝐸𝐸𝐸 − 𝑑𝑑𝑖𝑖�
2

+ 𝐼𝐼𝑖𝑖2 (17) 

Modelling the index of refraction step 
changes in underwater applications  

In actual underwater applications, the SPIV 
optical setup is further complicated by the index 
of refraction step changes, caused by the place-
ment of the camera inside an underwater hous-
ing for tow tank applications or the placement of 
the camera in air looking through the optical 
window of a cavitation tunnel.  For cavitation 
tunnel applications, a recommended practice is 
the use of a “water prism,” so that the lens is im-
aged through an air/glass/water interfaces which 
are parallel to the lens axis. 

Harrison & Atsavapranee (2014) describes 
the full mathematical model of this complex op-
tical setup within the framework of the thin-lens 
assumption.  Figure 4 and 5 show detailed sche-
matics where: 

• the object plane and lens plane are collinear 
• a water-glass-air interface has a finite thick-

ness, T, and 
• the refractive interface is parallel to the lens 

place but not to the object plane  
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Figure 4: Ray tracing schematic 1 of 2 for an apparent depth calculation with collinear object and lens plane with finite 
water-glass-air interface 

 

Figure 5: Ray tracing schematic 2 of 2 for an apparent depth calculation with collinear object and lens plane with finite 
water-glass-air interface 
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The presence of the refractive interfaces can 
be described as causing the object to appear 
closer than the actual object distance.  In other 
words, the object would appear to be at an ap-
parent object distance, 𝑑𝑑𝑜𝑜,𝐴𝐴𝐴𝐴𝐴𝐴.  Equations (18) 
and (19) are determined by inspection of Figures 
(4) and (5). 

𝐼𝐼𝑜𝑜 = 𝑌𝑌𝑜𝑜𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐  (18) 

𝑑𝑑𝑜𝑜,𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑌𝑌𝑜𝑜𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠  (19) 

𝑑𝑑𝑜𝑜,𝑤𝑤,𝐸𝐸𝐸𝐸𝐸𝐸 = 𝑑𝑑𝑜𝑜,𝑤𝑤 − 𝑑𝑑𝑜𝑜,𝐴𝐴𝐴𝐴𝐴𝐴 (20) 

𝑑𝑑𝑜𝑜,𝐸𝐸𝐸𝐸𝐸𝐸 = 𝑑𝑑𝑜𝑜,𝑤𝑤,𝐸𝐸𝐸𝐸𝐸𝐸 + 𝑑𝑑𝑜𝑜,𝑎𝑎 + 𝑇𝑇 (21) 

The location of the apparent object is de-fined 
by Equations (22)-(25).

 

𝑡𝑡𝑡𝑡𝑡𝑡β𝑤𝑤 = 𝐼𝐼𝑜𝑜
𝑑𝑑𝑜𝑜,𝐸𝐸𝐸𝐸𝐸𝐸

  (22) 

𝑠𝑠𝑠𝑠𝑠𝑠β𝑔𝑔 = 𝑛𝑛𝑤𝑤
𝑛𝑛𝑔𝑔
𝑠𝑠𝑠𝑠𝑠𝑠β𝑤𝑤  (23) 

𝑠𝑠𝑠𝑠𝑠𝑠β𝑎𝑎 = 𝑛𝑛𝑔𝑔
𝑛𝑛𝑎𝑎
𝑠𝑠𝑠𝑠𝑠𝑠β𝑔𝑔 = 𝑛𝑛𝑤𝑤

𝑛𝑛𝑎𝑎
𝑠𝑠𝑠𝑠𝑠𝑠β𝑤𝑤 (24) 

𝑑𝑑𝑜𝑜,𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑑𝑑𝑜𝑜,𝑎𝑎 +
𝐼𝐼𝑜𝑜−�𝑑𝑑𝑜𝑜,𝑎𝑎+𝑇𝑇�𝑡𝑡𝑡𝑡𝑡𝑡β𝑤𝑤+𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡β𝑔𝑔

𝑡𝑡𝑡𝑡𝑡𝑡β𝑎𝑎
 (25) 

Therefore, if the camera in Figure 3 is placed 
in an underwater housing and the experiment is 
performed underwater, Equations (15) and (16) 
become: 

𝑑𝑑𝑖𝑖,𝐸𝐸𝐸𝐸𝐸𝐸 = 1
1
𝑓𝑓−

1
𝑑𝑑𝑜𝑜,𝐴𝐴𝐴𝐴𝐴𝐴

  (26) 

𝐼𝐼𝑖𝑖 = 𝑑𝑑𝑖𝑖,𝐸𝐸𝐸𝐸𝐸𝐸
𝑑𝑑𝑜𝑜,𝐴𝐴𝐴𝐴𝐴𝐴

𝐼𝐼𝑜𝑜  (27) 
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